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Abstract Text-only LLM
The rise of generative artificial intelligence (GenAl), powered by ‘f\l !‘fl . b A, (v )

large language models, has led to the emergence of real-time, voice-
based conversational applications that enable dynamic, multi-modal
interactions for everyday tasks such as checking the weather or
planning a trip. These human-to-GenAlI calling applications blend
speech processing, generative intelligence, and real-time commu-
nication, presenting new challenges in latency optimization, net-
work infrastructure design, and resilience under load. Despite their
growing popularity, little is known about the operational character-
istics and performance of these applications. This paper conducts
an empirical measurement of six human-to-GenAI calling appli-
cations from Google, Meta, Microsoft, and OpenAl, focusing on
their input/output modalities, network behavior, latency metrics,
and robustness. Our findings reveal key design choices and per-
formance bottlenecks in these emerging applications. For example,
the conversational latency often reaches several seconds, far ex-
ceeding the typical sub-second delays of human-to-human voice
communication and potentially impairing interactivity. Moreover,
voice-based GenAl traffic is inherently asymmetric: the uplink,
carrying real-time human speech, benefits from streaming-based
transmission, while the typically large downlink GenAl responses
are better served through batch-based delivery.
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Figure 1: Workflow of human-to-GenAlI calling (examined in
§4.1). Servers rely on either text-only or multi-modal LLMs to
process audio streams. ASR: Automatic speech recognition;
LLM: Large language model; and TTS: Text to speech.
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1 Introduction

Generative artificial intelligence (GenAlI), exemplified by appli-
cations such as ChatGPT from OpenAl [81] and Gemini from
Google [40], has rapidly evolved into a transformative tool for
both personal and professional use. GenAl applications, powered
by large language models (LLMs) [111], are capable of understand-
ing, reasoning, and generating coherent dialogue with contextual
awareness and task-oriented intelligence. These advancements have
catalyzed a new wave of applications where GenAl agents engage
in dynamic, interactive conversations with human users, facilitat-
ing tasks ranging from personal assistants [31, 52, 112] to code
generation and debugging [56, 64, 85, 98].

Most recently, the fusion of conversational GenAlI with real-time
communication (RTC) has enabled emerging applications that blend
audio interaction with generative intelligence. Notable examples in-
clude the calling features in applications such as ChatGPT and Gem-
ini, marking a pivotal shift toward multi-modal, latency-sensitive
conversational experiences. Different from traditional text-based
services, human-to-GenAI calling (GenAlI calling, for short) typi-
cally relies on complex multi-modal generative models [21] that
involve capturing user inputs (e.g., audio, text, or visual), invok-
ing LLMs deployed on remote servers, and delivering dynamically
generated responses in real time.

Despite the growing popularity, the performance characteris-
tics of GenAl calling applications remain largely opaque, revealing
critical gaps in our understanding of their real-time behavior and
network demands, thus motivating the need for systematic mea-
surement studies. For instance, characterizing the input modalities
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and the corresponding outputs is essential for capturing their end-
to-end operational dynamics. Moreover, key latency metrics such
as call setup time, which indicates the cold start delay, and time to
first token (TTFT), which reflects user-perceived latency (§3), sig-
nificantly influence user experience in interactive scenarios. In this
paper, we aim to shed light on these dimensions through empirical
measurement and detailed workflow analysis.

We measure six representative applications: ChatGPT [83] from
OpenAl, Copilot [78] from Microsoft, Gemini [37] from Google, and
Instagram [70], Messenger [72], and WhatsApp [73] from Meta. We
exclude voice-assistant applications such as Apple Siri [11] as their
current implementations do not incorporate GenAl capabilities [28].
We compare GenAl calling with voice-assistant applications in
§4.6. We further exclude the mobile application of Claude [9] from
Anthropic since, despite offering voice-based input, it currently
does not support calling functionality for sustained, open-ended
dialogue. Finally, we focus exclusively on mobile deployments and
do not consider the Web-based versions of selected applications,
as their capabilities may differ significantly due to variations in
browser environments and access to device-level resources [22, 96].
We leave the measurement of additional applications, including
Web-based counterparts, as promising directions for future work.

While GenAl calling is a nascent paradigm, it inherits and ex-
tends architectural principles from established real-time commu-
nication and content delivery systems. For instance, human-to-
human calling applications such as Skype [79] have long addressed
challenges of real-time audio streaming. Those challenges remain
relevant in GenAl calling but are compounded by the need to in-
corporate compute-intensive LLM inference into the communication
loop. Similarly, content distribution networks (CDNs) have laid the
groundwork for scalable delivery of static and streaming content;
however, GenAl calling demands dynamic, per-session content gen-
eration that introduces new latency constraints. Our study reveals
both convergences and divergences from prior systems, offering
novel insights into how emerging GenAI workloads are reshaping
traditional expectations of latency, network usage, and architectural
design for interactions between human users and Al agents.

We summarize our key findings as follows.

Finding-1. All six applications exhibit >1s TTFT, with the highest
surpassing 8s (§4.4), well above the sub-second thresholds typically
required for smooth, natural voice interaction [46]. Our measure-
ments show that TTFT is jointly influenced by several factors,
including the input modalities supported by the LLM backend, the
geographic location of server infrastructure, the application’s cho-
sen transmission paradigms, and application-level optimizations
such as incremental inference when handling long queries.

Finding-2. Gemini and the premium version of ChatGPT utilize
multi-modal LLMs [21] that directly process audio input, whereas
other applications rely on traditional text-only LLMs that require
converting user speech to text before inference, and then convert-
ing the generated text back to speech for the response (§4.1). While
multi-modal LLMs enable more seamless and expressive interac-
tions by interpreting raw audio data, including non-verbal cues,
they introduce additional processing overhead, adding >1s to the
TTFT, compared to text-only LLMs.
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Finding-3. In terms of network infrastructure (§4.2), the studied
applications vary in the number of network sessions established dur-
ing call setup. Gemini utilizes a single session and thus achieves the
lowest setup time (~1s), whereas ChatGPT shows non-deterministic
behavior, opening 4-9 sessions to the same server, leading to setup
times exceeding 3s. We also find that all applications deploy their
servers primarily in major metropolitan areas, leading to a higher
round-trip time (RTT) for users in less populated regions and po-
tentially adding extra delay to the TTFT.

Finding-4. These applications adopt different design strategies
for media delivery, resulting in varying protocol choices (§4.3).
ChatGPT, Instagram, Messenger, and WhatsApp utilize UDP/RTP (Real-
time Transport Protocol) for streaming-based transmission, de-
livering audio frame by frame in both uplink and downlink. In
contrast, Copilot employs TCP with HTTP/2 (H2) to implement a
batch-based strategy in uplink and downlink, where multiple audio
frames are aggregated and transmitted in bursts. Gemini appears
to be A/B testing with its uplink transmission strategy, alternating
between streaming-based (QUIC with HTTP/3) and batch-based
(TCP/H2) deliveries. In contrast, its downlink consistently relies on
a batch-based transmission approach.

Finding-5. These transmission paradigms have a notable impact
on both TTFT and bandwidth usage. For instance, streaming-based
transmission enables shorter inter-arrival times than batch-based
approaches, reducing TTFT by 150-250 ms. In contrast, batch-based
transmission allows applications to retrieve the complete GenAl
response quickly in the downlink, but at the cost of a substantial
bandwidth surge, reaching up to 4 Mbps in the case of Copilot. On
the other hand, streaming-based applications such as Instagram,
Messenger, and WhatsApp maintain a low bandwidth footprint, typi-
cally operating at just 30-60 Kbps.

Finding-6. Through carefully crafted queries, we observe that
Instagram, Messenger, and WhatsApp may employ incremental infer-
ence, progressively processing user audio as it is received (§4.4).
For example, they may process speech in smaller steps as the user
speaks, rather than waiting for the utterance to be completed before
initiating inference. Our measurement results show that this opti-
mization enables their TTFT for long queries to remain comparable
to that for short queries. In contrast, other applications lack such
optimizations, resulting in TTFT increases of more than 25%.

Finding-7. Our network disruption experiments (§4.5) reveal that
WhatsApp supports fast failover with an average switching time of
1.2s, achieved by pre-establishing connections to three servers dur-
ing call setup (§4.2). In contrast, ChatGPT, Copilot, and Gemini lack
any failover mechanisms and lose functionality when the connec-
tion to the server becomes unavailable. Moreover, none of the evalu-
ated applications implement adaptive bitrate streaming [42, 54, 93]
to handle constrained bandwidth conditions. This limitation is par-
ticularly evident in Copilot, which fails to deliver smooth responses
when downlink bandwidth falls below 1.5 Mbps. In comparison,
other applications function reliably with bandwidth requirements
of only a few hundred Kbps.

Our findings suggest that GenAl calling may necessitate a fun-
damentally new networking paradigm, one that moves beyond
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the one-size-fits-all strategies of traditional RTC or CDN infras-
tructures. Instead, it may require an intelligent integration of both
approaches. This need arises from the inherently asymmetric na-
ture of voice-based GenAl traffic. The uplink consists of real-time
human speech, which is best served by RTC-style transmission.
In contrast, while the downlink also transmits audio, the genera-
tion process of GenAl response is token-based; a single token can
correspond to a substantial portion, or even the entirety, of the
GenAl response. Consequently, the downlink exhibits a delivery
pattern closer to on-demand streaming, for which CDN-style mech-
anisms provide a feasible complement to RTC-based approaches.
In a recent paper [27], we further discuss design choices for GenAl
calling motivated by the findings of this study. For instance, we
explore QUIC-based transmission to support direction-dependent
delivery, as well as dynamic switching between streaming-based
and batch-based delivery in the downlink, depending on network
conditions and the specific context of human-GenAlI interactions.

2 Background

Human-to-GenAlI Calling Applications consist of a client-side
application (e.g., a mobile app) and a remote LLM backend (e.g., de-
ployed in a cloud data center [92]). Figure 1 illustrates the workflow
of a typical GenAlI calling application, based on our measurement
observations (§4.1). On the client side, the user speaks into a mi-
crophone, and the captured audio is transmitted over the Internet
to the backend server. The server processes the input using either
text-only LLMs or multi-modal LLMs [21]. When relying on a text-
only LLM, the server first executes an automatic speech recognition
(ASR) [119] module to extract scripts from audio. The textual query
is processed by the text-based LLM to generate a response, which is
then passed through a text-to-speech (TTS) [95] module to synthe-
size an audio response. In contrast, multi-modal LLMs can directly
process raw audio and generate an audio response, without inter-
mediate text conversion. Note that the LLM, ASR, and TTS modules
may be deployed on different servers for scalability considerations.

Overview of Studied Applications. In this paper, we investigate
six popular GenAlI calling applications: ChatGPT [83] from Ope-
nAl, Copilot [78] from Microsoft, Gemini [37] from Google, and
Instagram [70], Messenger [72], and WhatsApp [73] from Meta. We
choose these applications because they are developed by leading
companies of LLMs [121]. Among them, ChatGPT and Gemini re-
lease paid tiers that provide access to more advanced models than
their free versions. We refer to them as ChatGPT-P/ChatGPT-F and
Gemini-P/Gemini-F only when their measurement results show dis-
tinguishable patterns. Thus, in total, our study covers eight distinct
instances of these applications. In the following, we summarize the
key features of the selected six applications.

e OpenAlL We evaluate ChatGPT-F and ChatGPT-P using the GPT-
4 [80] and GPT-4o [82] models, respectively, as they are the default
deployments for these tiers and are optimized for fast response [84].
e Microsoft’s Copilot does not have a paid version. We evaluate its
performance using the “Quick response” mode, which is described
in the app as “Best for everyday conversation”. The specific LLM
backend used by Copilot is not disclosed.

® Google. We evaluate Gemini-F and Gemini-P using the 2.0 Flash [36]
and 2.5 Flash [38] models, respectively, as they serve as the standard
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deployments for their respective tiers, tailored specifically to deliver
low-latency responses [90].

o Meta’s three applications Instagram, Messenger, and WhatsApp em-
ploy the same LLaMA [107] model as the LLM backend. All of them
are freely available and have no premium plan. Meta released a
standalone application, Meta Al on April 29, 2025 [71]. Based on
our initial measurements, its network behavior closely resembles
that of Messenger.

Audio Codec. Raw audio is a continuous analog signal that, in a
typical voice call, can consume over 700 Kbps bandwidth [69]. To
reduce this overhead, modern audio codecs segment the continuous
waveform into discrete frames and apply efficient compression be-
fore transmission. For example, Opus [109], a widely adopted codec
and the default one in WebRTC [108], supports frame durations
ranging from 2.5 to 60 ms, with 20 ms being the default. It can
aggregate multiple frames into a single packet. Additionally, Opus
supports discontinuous transmission (DTX), which, when enabled,
reduces bandwidth usage during silence or low-activity periods by
encoding only one frame every 400 ms [109].

3 Testbed & Data Collection

Figure 2 shows our experimental setup. We conduct experiments
on three smartphones: 1) Google Pixel 8a (Android), 2) OnePlus
10 Pro (Android), and 3) iPhone 14 Pro (i0S). We observe that de-
vice type and operating system have negligible impact on most
of the measured metrics, as the majority of processing occurs on
the server side (§4.1). Thus, unless otherwise specified, we report
aggregated results across all three devices. We deploy the clients
in nine locations across the western, middle, and eastern U.S., de-
noted as Western-1/2/3, Middle-1/2/3, and Eastern-1/2/3, respectively,
when presenting location-specific results. For results unaffected
by client geolocation, we report aggregated outcomes across all
nine locations. The client devices connect via WiFi to an access
point (AP) providing an average bandwidth exceeding 200 Mbps
and a round-trip time (RTT) of ~10 ms between client and AP. We
deploy Wireshark [113] on the AP to capture and analyze network
traffic. We disable all background processes on client devices during
testing and clear previous session data, if any.

Each experiment (i.e., one call session) consists of multiple rounds
of human-GenAl interaction, where each user query is randomly
drawn from the dataset introduced below, and the duration of
each call is at least 120s. At each location, for each device, and
for each application, we conduct 20 experiments. We consider
ChatGPT-P/ChatGPT-F, Gemini-P/Gemini-F, and Gemini-T/Gemini-Q (ex-
plained in §4.2), as distinct applications. Thus, we conduct 9 (loca-
tions) X 3 (devices) X 20 (experiments) X 10 (applications) = 5,400
calls. We also conduct additional calling sessions with specially
designed queries to examine TTFT optimizations (§4.4) and with
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controlled network disruptions to evaluate application robustness
(§4.5). For these calling sessions, conducted at the Eastern-1location,
we perform 3 (devices) X 20 (experiments) X 10 (applications) = 600
calls. Thus, in total, our measurement study comprises 6,000 calls.

We primarily leverage the Everyday Conversations for LLMs
dataset [33] for input queries. This dataset comprises a diverse
set of multi-turn conversations on everyday topics and elementary
science questions. They reflect two representative use cases of GenAl
calling applications: casual dialogue and knowledge retrieval. We
adopt this dataset for the majority of our experiments, except for
workflow analysis (§4.1) and the investigation of TTFT optimiza-
tions (§4.4), where we use carefully crafted queries to isolate and/or
examine specific behaviors. Each input query is converted into
speech using ElevenLabs [32]. During each experiment (or call), the
pre-recorded audio is replayed in a controlled, quiet environment
as the user’s input, ensuring consistent and reproducible interac-
tion with the applications. At any given moment, either the user
or the GenAl assistant is actively speaking. We also include a mute
setting, where neither party speaks, and the user explicitly mutes
the microphone by clicking the mute button in the app, except for
Gemini, which does not offer this functionality.

We conducted all experiments between February and May 2025
and collected the following performance metrics.
o Throughput. We measure both uplink (from the user to GenAlI)
and downlink throughput during three phases: (i) user speaking, (ii)
GenAl responding, and (iii) mute. Throughput is jointly influenced
by inter-arrival times and packet size, which are introduced next.
o Inter-arrival Time. It refers to the time interval between consec-
utive packets. In streaming-based transmission, audio is typically
encoded and sent frame-by-frame at regular intervals, for exam-
ple, every 20 ms by default in Opus [109] (§2). However, we also
observe batch-based delivery, where multiple audio frames are
bundled and transmitted together as a batch. In such cases, we
define the inter-arrival time as the time interval between successive
batches. Inter-arrival time provides insight into how applications
schedule audio delivery, which can influence how quickly audio
data is received by either the user or the GenAI model.
® Packet Size. It offers valuable insights into how applications de-
liver audio data. Small packets typically indicate streaming-based
delivery, as each audio frame itself is relatively small. Consistently
large packets suggest batch-based transmission, where multiple
audio frames are bundled together.
o Time to First Token (TTFT). Modern LLMs generate responses in a
token-by-token manner [107]. We consider the time at which the
GenAl calling application begins its response as the generation of
the first token. We define TTFT as the time interval from when the
user finishes speaking to when the GenAl starts responding. Note
that most studies on LLM performance define TTFT as the time
interval from when the inference request is received (often already
processed/tokenized) to when the first output token is generated
by the LLM [60, 118]. Thus, they focus on model-side latency and
exclude client-side and networking factors such as audio capture
and data transmission. In contrast, our definition of TTFT measures
the user-perceived, end-to-end latency, representing responsiveness
and conversational flow in real-time human-GenAl interactions.
o Call Setup Time. Upon initiating a call, there is a delay before user
input can be accepted. We define this duration as the call setup time,
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which reflects the time required to initialize the voice-interaction
pipeline and prepare the backend services. It measures the cold start
time of an application, which is a key factor influencing quality
of experience (QoE) in RTC [47]. Moreover, this delay adds to the
waiting time for the user’s first query, as the system must first
establish the interaction pipeline before processing user input.

4 Measurement Results

4.1 Workflow Analysis

We first examine the workflow of typical GenAl calling applications
by answering two key questions: 1) What is the input modality
of their underlying LLM backends?, and 2) What type of data is
transmitted between the client and server?

Input Modality of LLMs. With the source of user input data being
audio, the underlying LLM backend can process this data through ei-
ther a text-only LLM or a multi-modal LLM (§2). The key distinction
between the two approaches lies in whether the model can capture
and directly interpret information inherent in audio signals, such as
tone or emotion, which would otherwise be lost during conversion
to text. To determine what type of model each application employs,
we design two sets of experiments by generating audio clips with:
1) sounds from various musical instruments (e.g., guitar and drum),
and 2) human voices expressing different emotions (e.g., happiness
and sadness). For example, to test instrument recognition, we use
prompts such as: “Listen to the sound that will be played and identify
whether the musical instrument is a guitar or drum [sounds].”

We observe that only ChatGPT-P and Gemini wait until the audio
has fully played before responding and (correctly) identifying the
instrument. In contrast, other applications respond immediately
after the spoken portion of the prompt (e.g., "guitar or drum"), with
typical responses such as “I am not able to identify ...”, even while
the subsequent instrument sounds are still playing. This indicates
that the backend model relies on ASR to transcribe spoken input,
without the ability to interpret non-verbal audio content. Since
instrument sounds contain no transcribable text, these systems
treat the last transcribed word as the end of the user query.

For emotion recognition, ChatGPT-P and Gemini can accurately
classify the emotional tone (e.g., happy vs. sad) of spoken inputs,
while other applications fail to do so. These results suggest that
ChatGPT-P and Gemini are powered by multi-modal LLMs capable of
audio understanding, whereas the remaining applications rely on
text-only LLMs that cannot directly process/interpret audio signals.

What is Being Delivered? We next investigate the type of data
transmitted between the client and the server. This cannot be ob-
tained directly from the network traffic as all data is encrypted (§4.2).
Since no intermediate conversion to text is required for applica-
tions using multi-modal LLMs, the transmitted data is audio in
both uplink and downlink. In contrast, for applications using text-
only LLMs, the placement of ASR and TTS modules determines
the type of transmitted data: if ASR and TTS are on the server, the
uplink/downlink data will be audio; if these components are on
the client, the transmitted data would, instead, be text. Further, if
ASR and/or TTS are locally executed in the client, we would expect
an increase in CPU utilization during user speech (for ASR) and
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Application | Protocols # ofConnectllons Ent Svr Owner | Western-1 | Middle-1 | Middle-2 | Middle-3 | Eastern-1
Setup | Calling

Instagram | UDP/RTP 2 1(2) Meta 12.0/2.5 59.0/14 16.5/4.2 31.2/5.2 11.7/2.6
Messenger | UDP/RTP 2 1(2) Meta 11.8/2.7 58.7/14 16.8/4.1 31.7/5.4 11.9/2.8
WhatsApp UDP/RTP 3 1(2) Meta 16.5/4.2 53.0/17 20.7/6.9 28.4/4.4 13.1/3.5
ChatGPT UDP/RTP 4-9 4-6 (4) Oracle 24.7/4.6 69.2/16 13.8/2.3 37.4/5.7 23.4/6.7
Copilot TCP/H2 2 2 Akamai 15.1/5.6 51.8/15 11.1/0.7 33.1/5.3 13.1/4.7
Gemini SI(J:IPC/}{I-IZS 1 1 Google 13.0/4.6 56.0/17 11.5/2.3 26.4/6.1 12.8/4.9

Table 1: Summary of (1) the transport/application layer protocols for media data exchange (H2 and H3 stand for HTTP/2
and HTTP/3, respectively), (2) the number of connections during call setup and active calling (numbers in parentheses for
RTP-based applications denote the number of RTP streams for media data transmission), (3) the entry server owner for each
application, and (4) the round-trip time (RTT) measured between the client and the entry server from five different client
locations across the U.S., shown as average/standard deviation in milliseconds.

GenAl response (for TTS). Thus, resource usage on mobile devices
is a key indicator of where ASR/TTS runs.

Our measurements show that, regardless of the application, the
client-side CPU usage remains stable during interactions between
users and GenAl, indicating that both ASR and TTS are handled
on the server side. To further validate this, we execute Android’s
ASR [7] and TTS [8] APIs on Google Pixel 8a and observe that
ASR/TTS causes a CPU utilization increase of 156/166%, on average.

Summary: With the above analysis, we can reconstruct the work-
flow of mainstream human-to-GenAl calling applications, as shown
in Figure 1. We observe that ChatGPT-P and Gemini have adopted
multi-modal LLMs that can directly process audio input from users.
This design enables more expressive and targeted responses in
specific scenarios, such as identifying sounds or recognizing emo-
tional tone in users’ speech, compared to text-only approaches.
Nonetheless, as we will show in §4.4, this design choice may ex-
tend the TFFT, exhibit a trade-off between interaction richness and
user-experienced latency.

4.2 Network Infrastructure

We next examine the network infrastructure supporting these appli-
cations. Our analysis is structured into three parts: 1) their transport
and application layer protocols, 2) the number of network connec-
tions established during call setup and maintained during active
calling, and 3) the characteristics of the entry server, defined as
the IP address that directly exchanges media data with the client.
This server often functions as a relay node, acting as an entry or
exit point for traffic to or from the provider’s backend infrastruc-
ture. Importantly, the entry server is not necessarily responsible for
tasks such as LLM inference. We believe this definition is broadly
applicable to measurement studies of black-box commercial sys-
tems, where the internal service architecture is typically opaque.
To further validate this, we cross-examine the traces collected from
our prior measurements of social virtual reality platforms [26] and
find that the same entry-server IPs observed for Instagram and
Messenger also appeared in traffic from Meta’s Horizon Worlds.

Network Protocols. Table 1 shows the transport and applica-
tion layer protocols used by these applications. ChatGPT, Instagram,
Messenger, and WhatsApp utilize UDP and RTP, widely adopted for
real-time audio communication [17, 25]. These applications also

incorporate Session Traversal Utilities for NAT (STUN) for net-
work address translation (NAT) traversal and Datagram Transport
Layer Security (DTLS) to secure media exchanges. Copilot uses
TCP with HTTP/2 for media transport and TLS for securing data
exchange. Gemini supports two distinct setups. The first one uses
TCP with HTTP/2 (H2) and TLS for encryption, while the second
one uses QUIC with HTTP/3 (H3) and DTLS. In the following, we
refer to them as Gemini-T and Gemini-Q, respectively, only when
their measurement results show distinguishable patterns. These
configurations appear to be deployed via A/B testing, as we ob-
serve Gemini alternates between them across different days without
requiring client-side updates.

Number of Network Connections. We analyze the number of
network connections each application establishes during call setup
and maintains during active calling. Connections are identified by
the 5-tuple: source IP address, source port, destination IP address,
destination port, and transport protocol [13]. For RTP-based appli-
cations, we further distinguish individual media streams using the
SSRC (synchronization source) field, which uniquely labels RTP
streams when they share the same IP and port pair [99]. Table 1
summarizes connection and RTP stream counts (where applicable).

® WhatsApp initiates three connections via STUN messages with
three servers during call setup. Following connection establish-
ment, the client proceeds to exchange media data with only one
of these servers. Based on the consistent naming convention and
observed behavior, we infer that all candidates serve as potential
entry servers, which enables fast failover when the link to the entry
server in use becomes unavailable (§4.5). During an active call, the
client and the entry server maintain two RTP streams for uplink and
downlink, both using the same IP/port pair. In parallel, the client
periodically exchanges STUN messages with the entry server every
3s over the same connection used for RTP, avoiding the creation of
an extra network session.

o Instagram and Messenger initially exchange STUN messages with
both a dedicated STUN server and a designated entry server. All
media and signaling traffic is routed through the entry server. The
connection behavior with the entry server mirrors that of WhatsApp
(i.e., one connection for two streams), except that STUN messages
are exchanged every 8s, rather than every 3s.
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® ChatGPT presents a non-deterministic connection setup pattern.
After a call is initiated, the client exchanges STUN messages over
4-9 client/server port pairs with the same entry server. These ex-
changes occur sequentially over a span of 357 ms on average (SD:
112 ms). During active calling, 4-6 connections remain alive, each
used to exchange periodic STUN messages every 2-3s. One of these
connections also carries media data via RTP, with one uplink and
three downlink streams. Among the downlink streams, only one
carries the actual audio data, as evidenced by its high throughput
during GenAl responses and low throughput when the user speaks.
The remaining two streams exhibit identical packet transmission
patterns and maintain consistently low data usage (~5 Kbps), even
during GenAl responses. These observations suggest that the two
additional downlink streams are likely redundant and may be re-
served for other purposes.

e Copilot maintains two TCP connections. Media data is transmit-
ted over a single connection to its entry server. A second connec-
tion to mobile.events.data.microsoft.com, as indicated in the
Server Name Indication (SNI) from the TLS handshake, is used for
data telemetry [41]. This telemetry connection is only active when
the user speaks.

e Gemini multiplexes all traffic through a single connection to its
entry server, regardless of whether the client uses QUIC or TCP,
and regardless of the free or paid tier.

Entry Server. We next examine the entry servers used by each

application to exchange media data with the client. The owners of
these entry servers are summarized in Table 1. Gemini, Instagram,
Messenger, and WhatsApp rely on servers operated by their respec-
tive companies. ChatGPT utilizes entry servers hosted by Oracle. For

Copilot, the entry server is hosted by Akamai, but the SNI field

reveals the server name as copilot.microsoft.com. This is dif-
ferent from other Microsoft applications, such as AltspaceVR [76]

and Teams [77], which rely on Microsoft’s infrastructure for entry
servers, as shown by prior measurement studies [25, 26]. This de-
cision is likely to provide more entry servers closer to end-users

across geolocations, which we examine next.

Geolocations. We study the geographic distribution of entry servers
by deploying clients across the U.S. (§3). We measure the round-trip

time (RTT) between the client and its assigned entry server using

ICMP pings. With clients in different locations, we also confirm

that none of the evaluated applications use anycast routing [55, 67]

by following the approach adopted in prior work [26]. This allows

us to reliably infer the geolocation of entry servers from their IP

addresses. For geolocation lookup, we use MaxMind [66] and ip-
info.io [43]. Both tools yield consistent results for all servers in

terms of location.

Table 1 presents RTT measurements for one representative lo-
cation on the west and east coasts, respectively, as well as three
locations in the middle U.S. We observe that RTTs from other west
and east coast locations are similar to the locations reported. Across
all applications, we find a consistent deployment strategy, with en-
try servers placed in major metropolitan areas. This results in low
RTTs for clients on the coasts, where more entry servers are avail-
able. In contrast, clients in certain central regions may experience
high RTTs. For example, the Middle-1 location, despite being in
a mid-sized city, is consistently assigned servers over 1,000 miles
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away, resulting in RTTs exceeding 50 ms, on average, for all ap-
plications. This suggests that commercial GenAl calling services
are still in the early stages of deployment and may not yet be fully
optimized for users in less-populated regions.

We next conduct per-application analysis. While WhatsApp pre-
establishes connections to three candidate entry servers distributed
across various regions (§4.2), its RTTs remain comparable to other
applications. For instance, it achieves 53 ms RTT from Western-1,
which is the second lowest across six applications. This suggests
that WhatsApp benefits from a broader and more distributed server
infrastructure. ChatGPT exhibits higher RTTs when the client is
located on the west coast, east coast, or in Middle-1, compared to
other applications, for example, over 10 ms higher than Instagram
and Messenger. However, in these cases, ChatGPT’s entry server is
located in the same metropolitan areas on the west or east coast
as those of the other two. This observation may suggest room for
improvement in the network performance and server capacity of
Oracle’s infrastructure supporting ChatGPT in these regions. We also
observe that Copilot, hosted on Akamai’s infrastructure, achieves
comparable RTTs to other applications across the U.S.
Summary: Our analysis reveals that the evaluated applications
adopt diverse network infrastructures. For instance, UDP, TCP,
and QUIC, three of the most widely used transport protocols for
RTC [48], are all represented among these applications. As we dis-
cuss next in §4.3, these protocol choices are closely tied to the
underlying transmission paradigms adopted by each application.
We also observe distinct differences in how applications manage
network connections during the call. For example, Gemini stands out
for its lightweight design, maintaining a single connection through-
out the call, which contributes to its short call setup time (§4.4).
Meanwhile, WhatsApp pre-establishes connections to multiple entry
server candidates, enabling fast failover when the connection is
disrupted during calling (§4.5).

4.3 Transmission Behavior

In this section, we analyze the transmission paradigms employed
by the studied applications.

Transmission Patterns during Calling. Figure 3 presents the
uplink and downlink throughput of each application during a call.
ChatGPT, Instagram, Messenger, and WhatsApp exhibit a similar bi-
directional streaming pattern, where bandwidth usage on the up-
link or downlink corresponds closely to when the user is speaking
or GenAl is responding. During idle periods, including when the
user or GenAl is silent or when the session enters the mute stage,
these applications maintain minimal background traffic. An excep-
tion is ChatGPT, which shows slightly elevated uplink throughput
when GenAl is responding. We also observe that WhatsApp demon-
strates two distinct transmission behaviors during the mute stage,
switching modes ~10s after mute is enabled.

In contrast, Copilot and Gemini continuously transmit data in
the uplink regardless of whether the user is speaking or not. For
the downlink, both applications display bursty traffic when GenAl
begins responding, after which the transmission quickly ceases,
even if GenAl continues creating the response. This suggests that
the burst is caused by downloading the entire response up front,
while playback proceeds concurrently. Additionally, both Copilot
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Figure 3: The throughput of (a) Instagram, (b) Messenger, (c) WhatsApp, (d) ChatGPT, (e) Copilot, and (f) Gemini-Q (QUIC) during a
calling session. Gemini-T (TCP) exhibits a similar pattern to Gemini-Q. The session consists of five parts: user speaking (0-5s),
GenAl responding (5-10s), user speaking again (10-30s), GenAl responding again (30-50s), and finally, a mute stage (50-70s).
Gemini does not support mute functionality. Note that the scales for (e) and (f) are different from the others.

and Gemini exhibit two distinct throughput modes: a low-throughput
mode for short responses and a high-throughput mode for long re-
sponses. Our experiments finds that the threshold between these
modes is ~5s of response length.

We next perform a detailed analysis of the transmission behav-

iors exhibited by these applications.
Uplink. Figure 4 shows the throughput, inter-arrival time, and
packet size distributions during: (1) user speaking, (2) GenAl re-
sponding, and (3) user mute (§3) for the uplink. The box plot shows
the 95th, 75th, 25th, and 5th percentiles, median, and mean (blue
dots). In the following analysis of the uplink, we use (a)—(i) to denote
the subfigures in Figure 4.

User Speaking (a)-(c): We begin by focusing on the user speaking
phase, where uplink traffic dominates bandwidth usage (Figure 3).
Based on the inter-arrival time (b) and packet size (c) distribution,
we can distinguish two transmission approaches: streaming-based,
where audio is delivered frame-by-frame, and batch-based, where
multiple frames are grouped and sent together. ChatGPT, Gemini-Q,
Instagram, Messenger, and WhatsApp adopt streaming-based trans-
mission, characterized by short inter-arrival times (<60 ms) and
small packet sizes (e.g., over 80% of packets are smaller than 500
bytes). In contrast, Copilot and Gemini-T adopt batch-based deliv-
ery, with evidence of packet sizes clustering near the 1500-byte
MTU (maximum transmission unit) for more than 60% of packets.
This batching behavior also introduces larger inter-arrival times,
for instance, over 40% of packets in Gemini-T exhibiting inter-arrival
times exceeding 300 ms.

Streaming-based applications maintain throughput below 150
Kbps. Our later examination finds that ChatGPT, Instagram, Messenger,
and WhatsApp may utilize the Opus codec [109]. Therefore, their
throughput variations are likely caused by different codec configu-
rations. Considering ChatGPT as the baseline, it adheres to Opus’s
default 20 ms inter-arrival time (§2). Instagram and Messenger re-
duce throughput by increasing the inter-arrival time to ~60 ms.

WhatsApp, on the other hand, largely retains the 20 ms inter-arrival
time but uses smaller packet sizes. They ultimately achieve up-
link throughput in the range of 36-52 Kbps, on average, which is
more than 80 Kbps lower than that of ChatGPT, likely at the cost of
reduced audio quality (given they use the same codec). For batch-
based transmission, Gemini-T achieves even lower throughput than
ChatGPT, primarily due to its larger inter-arrival times, at the cost of
increased TTFT (§4.4). Copilot attempts to maintain moderate inter-
arrival times (100-180 ms), but this, coupled with its large packet
size, leads to a significantly higher uplink throughput, exceeding
600 Kbps on average, over 10X higher than Meta’s applications.

GenAlI Responding (d)—(f): During the GenAlI response phase,
when the user is silent and the uplink traffic is expected to resemble
the mute stage (g), we observe that only Instagram and Messenger
achieve this behavior. Specifically, they shift half of their packets
to a larger inter-arrival time of ~360 ms and reduce their packet
sizes (f) compared to the user speaking phase (c). ChatGPT exhibits a
similar 360 ms inter-arrival time, resulting in its uplink throughput
during GenAl response (d) being roughly half of that during user
speaking (a).

In contrast, Copilot and Gemini-Q/T exhibit similar, or even higher,
uplink throughput during GenAl response than during user speak-
ing. Given the comparable inter-arrival times and packet sizes ob-
served in both phases, this behavior may indicate that the applica-
tions continue capturing and transmitting background audio even
when the user is silent, raising potential privacy concerns. Another
potential explanation is that these applications transmit dummy
packets to maintain session activity rather than actual audio content.
The root cause of this phenomenon warrants further investigation
to determine whether it indeed poses a privacy risk.

Mute (g)—(i): During the mute stage, ChatGPT, Instagram, and
Messenger effectively reduce uplink bandwidth consumption to <10
kbps. This is achieved by shifting half of the packets to a ~400 ms
inter-arrival time (h), likely enabling the DTX mode of the Opus
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Figure 4: The throughput, inter-arrival time, and packet size of uplink (from left to right) when (1) user speaking (top), (2)
GenAl responding (middle), and (3) mute (bottom). WA-1/2 in the mute stage refers to the first/second stage of WhatsApp.

codec (§2) that they may employ, while also reducing packet sizes to
fewer than 100 bytes (i). Different from other applications, WhatsApp
does not shift to 400-ms inter-arrival times after mute is activated.
About 10s after enabling mute, WhatsApp transitions to a secondary
transmission mode characterized by the continuous transmission
of small 94-byte packets with short inter-arrival times (80% <20
ms), resulting in uplink bandwidth usage exceeding 35 Kbps (g).
The rationale behind this design choice remains unclear. We also
observe that Copilot continues to consume over 500 Kbps of uplink
bandwidth even when muted, suggesting that it lacks optimizations
to reduce bandwidth usage in low-activity periods.
Downlink. Figure 5 shows the downlink throughput and packet
size distributions when GenAl is responding. We do not report inter-
arrival times because for batch-based methods, data is delivered in
a short burst, making the inter-arrival time less informative. We
observe that batch-based approaches consume significantly higher
bandwidth than streaming-based ones, with peak throughput reach-
ing ~4 Mbps in the high-throughput mode of Copilot, as shown in
Figure 5(a). This behavior reflects a download-while-playback strat-
egy. This batch-based delivery is characterized by large packet sizes
(e.g., 1514/1292 bytes for Copilot/Gemini), as shown in Figure 5(b).
By comparing Figures 4(a) and 5(a), we also find that streaming-
based applications have a higher downlink throughput during
GenAl responding than their uplink during user speaking. This
increase is achieved through different strategies. Instagram and

Messenger increase packet sending rates (not shown), while ChatGPT
increases packet sizes. This finding suggests that, even when adopt-
ing the streaming-based paradigm in both uplink and downlink,
these applications apply different rate control strategies, likely re-
flecting different design goals for the delivery of user input versus
GenAl response.

A key factor underlying the different choices for uplink and
downlink deliveries is the inherently asymmetric nature of up-
link and downlink behavior in GenAlI calling applications. The
uplink carries live human speech that must be streamed in real
time, making it well-suited to RTC protocols such as UDP/RTP for
low-latency delivery. In contrast, the downlink transmits GenAl re-
sponses, which are often generated in full before playback and can
be efficiently delivered using batch-based transmission over proto-
cols such as TCP/H2. This asymmetry mirrors the classic RTC and
CDN paradigms, respectively. However, it also presents protocol
design challenges, as both UDP/RTP and TCP/H2 typically enforce
symmetric transmission strategies. Gemini appears to address this
tension by adopting QUIC/H3, which enables streaming-like be-
havior for the uplink while supporting efficient batch delivery in
the downlink.

Summary: We find that the applications studied adopt different
strategies for audio delivery, resulting in distinct data exchange
patterns across different stages of a call. Moreover, even among
applications utilizing similar transmission paradigms, we observe
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L/H: low/high throughput mode.

variations in design details such as inter-arrival times and packet
sizes. This suggests that identifying the optimal transmission con-
figurations for GenAl calling remains an open problem. Moreover,
we reveal potential inefficiencies in the current system designs. For
example, Copilot and Gemini continuously transmit data in the up-
link regardless of whether the user is actively speaking, indicating
further optimization opportunities.

4.4 Latency Analysis

In this section, we analyze and compare the latency performance
of the studied applications. We evaluate the call setup time of these
applications, their TTFT across different queries and client loca-
tions, and potential application-level optimizations to reduce TTFT.
The results reported in this section are based on measurements
conducted at the Eastern-1location, except for the experiments that
explicitly examine TTFT across client locations.

Call Setup Time. We begin by measuring the call setup time (i.e.,
cold start latency) of each application. To enable accurate and large-
scale measurements, we develop an automated testing tool, detailed
in Appendix B. Figure 6 summarizes the results across six appli-
cations. We observe that their call setup time can vary from as
low as 0.25s (5th percentile of Gemini) to as high as 5.34s (95th
percentile of Copilot). Gemini achieves the lowest setup time, aver-
aging ~1s. This efficiency is likely due to its lightweight network
behavior during call initiation, requiring the establishment of only
a single network connection (§4.2). Copilot exhibits the longest call
setup time, >4s on average. Our experiments on network disruption
in §4.5 reveal that this is due to the extended time required to estab-
lish network connections to its server infrastructure. Notably, after
the user initiates a call, Copilot presents a greeting message before
accepting any user input, a behavior not observed in other applica-
tions. This design likely serves to hide the perceived call setup time
by occupying the user’s attention while the system completes its
initialization. ChatGPT has the second-highest call setup time, >3s
on average. This delay may stem from its sequential establishment
of 4-9 network connections to the entry server (§4.2). By contrast,
while WhatsApp also builds connections to its three entry server
candidates, it is done in parallel, avoiding significant setup delays,
which is evidenced by its average call setup time of ~2s, similar to
Instagram and Messenger.

A simple yet effective optimization strategy is to overlap call
setup with user input capture, allowing the user to start speaking
while the session is still being established. While this approach
does not essentially reduce the call setup time, it decreases the

cations.

perceived waiting time by the user. However, none of the evaluated
applications appear to adopt this strategy. Instead, we observe
that during setup, users are typically presented with a transitional
interface, such as a blank screen or a greeting prompt used by
Copilot, during which user input cannot be accepted.

TTFT across Queries. Figure 7 presents the TTFT for six applica-
tions using input queries drawn from everyday topics and elemen-
tary science questions (§3) with experiments conducted in Eastern-1
(§4.2). We find that all applications exhibit similar TTFT across
both query types. More importantly, the measured TTFT remains
considerably high across all applications, with the 5th percentile
exceeding 1s. The worst-case TFFT can reach up to 5s, as observed
at the 95th percentile for ChatGPT-F, falling short of the seamless,
sub-second latency expected in natural voice conversations [46].
Additionally, we observe no evidence of response caching. Even
when users repeat identical queries within the same session, these
applications consistently reprocess the input, resulting in second-
level TTFT for repeated requests.

The input modalities of LLM backends lead to notable impacts
on TFFT. Specifically, applications leveraging multi-modal LLMs
that directly process audio input, including ChatGPT-P and Gemini,
have higher TTFT, averaging over 3s. In contrast, applications re-
lying on text-only LLMs, including Copilot, Instagram, Messenger,
and WhatsApp, achieve lower TTFT below 2s, on average. We ex-
clude ChatGPT-F from this comparison, as our later investigation of
TTFT optimizations reveals that OpenAl appears to assign a weaker
model to it compared to ChatGPT-P, making direct comparisons less
meaningful since model complexity, rather than input modality,
may dominate TTFT in this case.

We further find that the transmission paradigm influences TTFT.
For example, Gemini-Q adopts streaming-based uplink transmission,
resulting in a short inter-arrival time of ~40 ms at the 50th per-
centile; while Gemini-T uses batch-based delivery with a longer
inter-arrival time of ~300 ms at the 50th percentile (Figure 4). This
difference leads to a measurable latency gap, with Gemini-T con-
sistently showing 150-250 ms higher TTFT than Gemini-Q for the
same query and service tier. For example, for the paid tiers, the
average TTFT for Gemini-T on the everyday topic is 3.45s, 250 ms
higher than the 3.20s TTFT observed for Gemini-Q.

TTFT across Client Locations. Figure 8 presents the TTFT mea-
sured when the client is located in Western-1 and Middle-1. The
results are for queries from everyday topics, and those from elemen-
tary science questions show similar trends. Comparing Figures 7
and 8, we can observe the impact of entry server geolocation on
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Figure 7: Time to first token (TTFT) with
input queries from everyday topics and
elementary science questions of Every-
day Conversations for LLMs dataset [33].
F/P denotes free/paid tier.

TTFT. Specifically, the TTFT results for Western-1 and Eastern-1
are comparable across all applications, consistent with their sim-
ilar RTTs to the entry servers in these regions (§4.2). In contrast,
measurements from Middle-1 show increased TTFT, ranging from
30 to 300 ms on average, potentially revealing the impact of TTFT
introduced by longer physical distance to the entry server (§4.2).
Note that the increase in RTT between the client and the entry
server is only ~40 ms (Table 1). Any additional increase in TTFT
beyond that may be attributed to potential changes in the backend
triggered by client relocation, which are not visible to us.

The latency incurred in the network may account for only a small
fraction of the total TTFT. For instance, as previously reported,
for Gemini, the latency introduced by transmission mechanisms is
150-250 ms, while its TTFT is ~3s. Thus, the dominant contributor
to TTFT likely lies in LLM inference, which is influenced by factors
such as input length and model complexity [60]. To reduce model
complexity, model compression [62] is a promising solution. More-
over, performing system-level optimizations, such as key-value
(KV) caching [60, 118], can contribute to TTFT reduction.

TTFT Optimizations. The results above reveal that the TTFT
for these applications can exceed 3s, on average, even for input
queries from simple everyday conversations. Naturally, more com-
plex queries (e.g., with longer user inputs) are expected to incur
even higher TTFT [60]. This raises the question of whether these
applications implement optimizations to reduce TTFT. Consider-
ing the LLM backend receives a continuous stream of speech in
real time, one potential optimization is incremental inference (e.g.,
starting to process partial input as it is received and repeating the
inference multiple times during the user’s speech) to reduce TTFT.

To explore whether this optimization is adopted, we design a
controlled experiment with two query types: a short query serving
as the baseline and a long query intended to reveal such optimiza-
tions if present. Both queries ask the applications to complete the
same task, which, in our case, is to write an essay. The long query is
structured to progressively provide additional context and require-
ments after stating initially the same prompt as the short query.
If no optimization exists, we expect the TTFT for the long query
to be higher than that of the short one [60]. Conversely, if incre-
mental inference is applied, it can reduce the final workload by
enabling a shorter TTFT compared to processing the full query

Figure 8: TTFT for six applications
with input queries from everyday
topics when the client is in Western-1
and Middle-1. Results from elementary
science questions are similar.
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Figure 9: TTFT for short and long queries
designed to reveal potential optimizations.
The numbers shown for each application
indicate the percentage (%) increase in the
average TTFT from short to long queries.

at once, potentially achieving a latency close to that of the short
query. We provide the details of the short query and long query in
Appendix C.

Figure 9 presents the TTFT results of six applications for both
queries. We observe that for Instagram, Messenger, and WhatsApp,
the TTFT of the long query increases by less than 1% on average
compared to that of the short query, consistently remaining under
2s. In contrast, other applications exhibit TTFT increases exceed-
ing 25% on average, with the most pronounced result observed in
ChatGPT-F, reaching an average TTFT of 8s, >6s longer than Meta’s
three applications. Given that Instagram, Messenger, and WhatsApp
rely on the same LLM backend (§2), these results indicate that Meta
may implement incremental inference optimizations that process
user input progressively during the speaking phase, reducing TTFT
for long queries. While this technique lowers TTFT, it incurs addi-
tional computational and financial costs [20], since inference will
be executed multiple times for a single user query.

We also observe that ChatGPT-F exhibits higher TTFT compared

to ChatGPT-P by ~2s on average for both the short and long queries.
This suggests that OpenAl may provision a less capable LLM model
for the free tier. On the other hand, across the TTFT measurements
in Figures 7, 8, and 9, we observe no significant difference between
Gemini-F and Gemini-P.
Summary: Our measurements reveal that both call setup time and
TTFT of evaluated applications remain at the second level, high-
lighting the need for further optimization. For reducing call setup
time, Gemini demonstrates a promising approach by minimizing the
number of network connections required to establish the session.
Regarding TTFT, our results indicate that network-level factors
such as uplink transmission strategy (e.g., streaming vs. batching)
and server proximity can provide measurable improvements. Our
measurements further show that Meta may mitigate the impact of
long inputs through incremental inference, which reduces process-
ing delay by handling partial inputs progressively.

4.5 Network Disruptions

In this section, we evaluate the robustness of GenAlI calling ap-
plications under adverse network conditions. Specifically, we in-
vestigate their behavior under 1) complete connection loss and
2) constrained bandwidth scenarios. We select queries from the



Hello, GenAl? Dissecting Human to Generative Al Calling

. Backup Entry Server

Application Numbelz Fa}illover ® Recovery (s)
Instagram 1 4.03/0.44 1.18/0.12
Messenger 1 3.98/0.38 1.21/0.15
WhatsApp 2 1.19/0.17 1.10/0.11
ChatGPT X X

Copilot X 1.72/0.42 (4.23/1.12)*

Gemini X X

Table 2: Summary of application behaviors under connec-
tion blocking and unblocking. We first block the connection
between the client and the entry server to assess whether the
application supports failover to a backup server, and if so,
report the number of backup servers and failover time. We
then unblock the connection to measure the time required
to restore functionality. *: Upon recovery, Copilot does not
resume the original conversation but instead initiates a new
session; values outside (inside) parentheses indicate recov-
ery to a previously established (newly initiated) entry server,
respectively. All time-related results are reported as aver-
age/standard deviation.

Everyday Conversations for LLMs dataset [33] that trigger the long
response, which activate the high-throughput mode observed in
Copilot and Gemini (§4.3).

Connection Blocking. We use iptables [97] to block uplink and
downlink traffic between the client and the entry server while the
GenAl is actively responding. We monitor whether the application
attempts to fail over to a backup server and, if so, continue blocking
subsequent connections until the application ceases to function.
After that, we unblock the connection to assess whether the ap-
plication can be restored. We define failover time as the duration
from blocking the connection to the resumption of smooth, unin-
terrupted GenAl responses, and recovery time as the duration from
unblocking the connection to the resumption of smooth, uninter-
rupted GenAl responses.

Bandwidth Throttling. We apply bandwidth constraints on uplink
and downlink traffic with tc-netem [50]. For each application and
each direction of traffic, we gradually reduce the available band-
width from the 95th percentile to the 5th percentile, with steps of 5
percentile intervals, based on the throughput distributions shown
in Figures 4(a) and 5(a).

Connection Blocking. Table 2 summarizes the reaction of each
application after the connection is blocked/unblocked.

® WhatsApp demonstrates fast failover by switching to one of its
four other candidate entry servers with pre-established connec-
tions (§4.2) when the current entry server is blocked. This process
continues when other candidate servers are blocked until none
are available, at which point the application stops functioning. Be-
cause these connections are already established prior to failure,
the failover time is relatively short, with 1.19s on average. Once all
candidate servers are blocked, functionality can only be restored
by unblocking either the initially selected server or the last used
backup server. WhatsApp will not attempt to establish new connec-
tions with other servers beyond the initial three. Note that when
functionality is restored in this manner, WhatsApp preserves the
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ongoing conversation context, allowing the GenAlI to resume its
response without restarting the calling session. The recovery time
in these cases is also short, averaging 1.10s.

o Instagram and Messenger rely on a Traversal Using Relays around
NAT (TURN) [63] server from Meta to maintain functionality after
their entry server is blocked, a typical usage of the TURN server [63].
However, since this involves establishing a new network connec-
tion, both applications have an average failover time of ~4s, which is
~3s longer than that of WhatsApp. If the TURN server is subsequently
blocked, both applications lose functionality entirely. It can be re-
stored by unblocking either the entry server or the TURN server,
with a recovery time of ~1s on average, as the client has already
established connections with both servers. Similar to WhatsApp, this
restoration preserves the conversation context.

e ChatGPT maintains a server that the client connects to using
TCP/H2 after its primary entry server is blocked. However, this
connection fails to preserve functionality. Thus, this TCP/H2 server
may be intended merely to maintain a control channel and wait
passively for the recovery of the original server, rather than actively
supporting media delivery. However, we find that even after the
entry server is unblocked, ChatGPT still cannot recover, with the
purpose of this additional TCP/H2 server remaining unknown.

e Copilot does not utilize any backup entry server. Once the ini-
tial entry server becomes unreachable, the application stops func-
tioning. When the connection is unblocked, Copilot can recover
functionality but does not resume the interrupted conversation.
Instead, it restarts a new session from scratch. In other words, it re-
establishes connectivity but loses the conversational context. This
behavior contrasts with Meta’s three applications, which preserve
the ongoing conversation state after restoration. This difference
likely stems from the underlying transport protocols. TCP employed
by Copilot requires maintaining an active connection with peri-
odic acknowledgments to keep the session alive. In contrast, UDP
employed by Meta’s applications is connectionless and stateless,
allowing clients to continue sending packets to the same connection
once unblocked.

Upon reconnection, Copilot shows two distinct, non-deterministic
behaviors. One is to re-establish the connection with the original
entry server, with a mean recovery time of 1.72s. The other is to
initiate a connection with a new server, which takes 4.23s on av-
erage. This additional delay of 2.51s reflects the extra overhead
of establishing a new connection to the entry server, which can
potentially explain the long call setup time of Copilot (§4.4).

o Gemini does not employ any automatic failover mechanism (e.g.,
backup server) to maintain the session once the entry server is
blocked. After losing connection, it presents a fallback screen stat-
ing that “something went wrong” along with a user-facing “try again”
button. Once the entry server is unblocked, it requires explicit user
interaction by clicking “try again”, which allows the user to re-
establish a new session but not restore the existing one.

Bandwidth Throttling. In the uplink, all applications, regardless
of the underlying transport protocol or employed transmission
method (as examined in §4.2 and §4.3), fail to function when the
available bandwidth becomes insufficient. This observation also
applies to the downlink for applications that utilize streaming-
based transmission, including ChatGPT, Instagram, Messenger, and
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WhatsApp. These results indicate that none of the evaluated appli-
cations implement adaptive bitrate streaming [42, 54, 93], which
dynamically switches between different transmission rates, for
instance, by adjusting audio encoding quality, to accommodate
varying network conditions.

One might argue that bandwidth-driven adaptations are less
critical for low-bitrate services such as Meta’s three applications,
which consume ~50 Kbps on average (§4.3). However, this assump-
tion is challenged by Meta’s recent development of MLow [69], a
low-bitrate audio codec capable of operating at bitrates as low as
6 Kbps. Despite this advancement, our measurements reveal no
evidence that Meta’s GenAl calling applications have adopted it to
enhance robustness against bandwidth limitations.

For Copilot and Gemini that employ the batch-based mechanism
on the downlink, we find that they can maintain functionality only
when the available downlink bandwidth exceeds 1500 Kbps and
300 Kbps, respectively. When bandwidth drops below these levels,
audio playback begins to lag and eventually breaks up, indicating
that the download rate cannot keep up with the playback speed.
This result shows that Copilot requires a minimum of 1500 Kbps
to function properly, significantly higher than the few hundred
Kbps needed by other applications, thereby limiting its usability on
constrained network connections.

Summary: Our experiments reveal that the evaluated applications
generally lack robust mechanisms to handle connection failures or
constrained bandwidth conditions. Among them, WhatsApp stands
out as the only one with proactive failover support, pre-establishing
connections to multiple backup servers during call initiation. This
design allows it to quickly switch over in the event of a connection
failure. However, none of the applications exhibit adaptive behav-
ior in response to limited bandwidth. These findings suggest that
developers may currently deprioritize handling poor networking
conditions, perhaps viewing them as rare or non-critical corner
cases. Nonetheless, building resilience to variable and constrained
network environments is crucial for GenAlI calling, especially given
that users may often access the service on mobile devices over wire-
less networks, where connectivity is inherently unstable [68, 110].

4.6 Comparison with Voice Assistants

Finally, we measure traditional voice-assistant applications that
do not employ LLMs, which can be considered as predecessors to
GenAlI calling, and compare them with our studied GenAI calling
applications. We use the same input queries (§3) as in our measure-
ments for GenAlI calling to enable a fair comparison. Specifically, we
use a Google Pixel 8a to access and measure Google Assistant [39],
and an iPhone 14 Pro to access and measure Apple Siri [10]. Both
applications require Internet connectivity to function, meaning that
user voice inputs are transmitted to backend servers for process-
ing. Thus, their uplink transmission content is similar to that of
GenAlI calling applications. We observed that Google Assistant em-
ploys QUIC/H3 in the uplink with a streaming-based transmission
strategy, similar to Gemini, while Apple Siri uses TCP/H2 in the up-
link with batch-based transmission similar to Copilot (§4.3). In the
downlink, however, these voice assistants differ fundamentally from
GenAl calling. Since they do not employ LLMs, they cannot provide
open-ended responses to diverse queries. Instead, they typically
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return non-informative fallback replies such as “I cannot answer
this”, or “here is the information I searched” and redirect the query
to a web search engine and display the results. Consequently, in
addition to a short audio message, these applications may transmit
supplemental data such as search results or external links, rather
than generating a fully conversational response. This highlights
the most significant distinction between traditional voice assistants
and GenAI calling applications.

5 Discussion

Quality of GenAl Responses. Our measurement reveals that the
response quality of GenAl calling applications is intricately linked
to a fundamental system design trade-off between latency and re-
sponse quality: low TTFT may enhance interactivity but at the
expense of response depth, content richness, or even accuracy. For
example, ChatGPT exhibited a noticeably higher TTFT compared to
Instagram, Messenger, and WhatsApp. However, ChatGPT consistently
returned comprehensive answers (e.g., detailed, structured essays),
suggesting that it may prioritize output quality over responsiveness.
Moreover, response quality is inherently subjective and difficult
to quantify. Existing metrics such as ROUGE [58], BLEU [86], and
inform rate [15, 117] are widely used in natural language gener-
ation tasks, but they often fail to capture contextual relevance or
user satisfaction. Additionally, the audio input modality used by
ChatGPT-P and Gemini may introduce further latency while aiming
to preserve nuanced cues for better comprehension. These observa-
tions highlight the need for user studies or task-specific evaluation
frameworks to complement existing metrics and better assess the
quality of GenAl responses.

Large-scale Crowd-sourced Experiments. Although our mea-
surement study covers 6,000 calls (§3), further insights could be
gained through large-scale crowd-sourced experiments, which would
enable the evaluation of GenAl calling applications from more di-
verse perspectives. For example, such experiments could measure
performance across different countries and track changes over time
to reveal potential design improvements introduced by these ser-
vice providers. In addition, we can further distinguish between
client network types (e.g., cellular vs. WiFi) and collect network
condition metrics (e.g., RTT and packet loss) to analyze how vary-
ing network conditions affect GenAlI calling performance. To this
end, we are developing an open-source measurement framework,
extending our existing tools for quantifying call setup time (§4.4),
in order to support large-scale crowd-sourced studies and facilitate
the evaluation of GenAl calling applications in the wild.

Inspecting Encrypted Traffic. Given that all studied applications
encrypt their traffic (e.g., TLS over TCP/H2 and QUIC/H3, or DTLS
over UDP/RTP, as presented in §4.2), we are unable to perform direct
inspection of the payload. However, analyzing encrypted traffic
could help us better understand how these applications function, for
instance, the specific audio codec employed and the exact batching
strategy for aggregating audio frames. As TLS/DTLS are designed
for end-to-end encryption [102], simply utilizing the man-in-the-
middle attack cannot get the TLS/DTLS certificate, and thus it is
challenging to directly decrypt the traffic. Given these constraints,
we can turn to what can be inferred from side channels. Prior studies
have shown that analyzing IP headers [101] and packet transmission
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patterns [75] may help better understand the media traffic, which is
also applicable to GenAlI calling that delivers audio over the network.
Moreover, a recent effort from Ahmed et al. [3] exploited encrypted
network traffic from voice-assistant applications to implement a
voice fingerprinting attack that revealed certain information, such
as user activities. By analogy, similar fingerprinting methods may
help characterize GenAl calling traffic.

Privacy & Ethical Concerns. The deployment of human-to-GenAI
calling on mobile platforms raises important privacy and ethical
concerns, as these applications require continuous access to the
microphone and capture not only the user’s voice but also ambient
sounds. While such data is essential for delivering real-time, context-
aware responses, it introduces risks related to unauthorized storage,
prolonged retention, and potential third-party sharing [3, 45, 57,
100, 115]. Moreover, the potential integration of multi-modal inputs,
such as camera-based context, further amplifies these concerns, as
visual data may inadvertently reveal sensitive information about the
user’s environment [1, 94, 106, 114]. Future research should explore
privacy-preserving schemes to reduce exposure while maintaining
functionality in GenAl calling.

Early Stage. Human-to-GenAl calling applications are in their
infancy and are expected to evolve dramatically in the near fu-
ture. The rapid development of underlying large language mod-
els [80, 82, 107, 111], improvements in real-time inference effi-
ciency [2, 34, 51, 60, 120], and growing integration of multi-modal
inputs [14, 30, 59, 74, 80, 89] suggest that both the capabilities
and system architectures of these services are in flux. As service
providers experiment with new features, user experience and net-
work behaviors will likely shift accordingly. Consequently, this
work represents only a snapshot of a fast-changing landscape. Fu-
ture studies will be needed to track the evolution of these applica-
tions and revisit our key findings as existing platforms evolve.

Other Applications. While our study focuses on six representative
applications, it is important to acknowledge that this selection is
not exhaustive. Human-to-GenAl calling applications are rapidly
growing, with new services and features continually emerging. As
a result, our findings represent a valuable yet partial view of the
current ecosystem. Expanding future measurements to include a
broader and more diverse set of applications will be essential for
developing a comprehensive understanding of this emerging space.

6 Related Work

Human-to-human Calling. Applications such as FaceTime, Skype,
and Telegram have been extensively studied from various perspec-
tives, including network performance, traffic patterns, and protocol
behavior [4, 16, 18, 49, 53, 65, 87, 105]. For example, Chen et al. [18]
proposed a novel model to quantify Skype user satisfaction using
network trace data, thereby eliminating the need for cumbersome
user studies. In contrast, our work investigates the emerging par-
adigm of human-to-GenAl calling, where users interact with AI
agents via voice. This shift introduces new performance challenges,
such as LLM inference latency, which do not present in conven-
tional calling applications.

Measurement of other RTC Applications. Extensive prior work
has examined the performance of video conferencing platforms
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such as Zoom, Webex, and Microsoft Teams [17, 75, 101, 110]. Other
studies have focused on immersive telepresence systems [25] and
social virtual reality platforms in the metaverse [23, 24, 61], in-
vestigating their latency, bandwidth demands, and resiliency. Ad-
ditionally, a growing body of work examines the performance of
cloud-based gaming platforms [44, 116]. In contrast to these efforts,
we measure a new class of GenAl-powered RTC applications that
enable real-time, voice-based interactions.

Voice Assistant. Several prior studies have investigated voice as-
sistants such as Apple Siri and Google Assistant, driven by concerns
in the security and privacy community [3, 5, 12, 45, 57, 88, 100, 115].
For example, Ahmed et al. [3] proposed a voice fingerprinting at-
tack that can reveal user activities based on the network traffic.
Igbal et al. [45] developed a measurement framework to analyze
data collection, usage, and sharing behaviors in voice assistants.
In contrast, our work measures the performance of voice-enabled,
LLM-powered applications that support real-time interactions.

LLM Serving has garnered significant attention from both the
systems and machine learning communities. A number of recent
studies have proposed system-level optimizations to improve LLM
inference efficiency [2, 6, 34, 35, 51, 60, 118, 120, 122]. For example,
PagedAttention introduced a virtual memory- and paging-inspired
attention mechanism to support high-throughput LLM serving [51].
Concurrently, the machine learning community has explored effi-
cient attention mechanisms for LLM serving [19, 29, 91, 103, 104].
In contrast to these efforts, which focus on backend optimizations,
our work centers on measuring the end-to-end performance of
GenAlI calling applications.

7 Conclusion

In this paper, we presented the first comprehensive measurement
study of human-to-GenAlI calling applications that integrate voice
interactions with LLMs to support dynamic, real-time conversa-
tions. By analyzing six representative applications, we shed light
on their end-to-end operational workflows, including input modali-
ties, network behavior, latency metrics, and resilience to adverse
network conditions. For example, our measurements reveal sig-
nificant latency overheads (e.g., several seconds for a complete
conversational exchange), far exceeding the responsiveness ex-
pected in traditional human-to-human voice communication. Our
findings highlight the need for future system designs that prior-
itize low-latency performance. As GenAlI calling matures into a
mainstream communication modality, we hope our work serves
as a foundational reference for building scalable, responsive, and
resilient voice-driven Al experiences.
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Appendix
A Ethics

This work does not raise any ethical issues.

B Automated Testing Tool for Measuring Call
Setup Time

This section describes our method for measuring call setup time (§4.4).
A key challenge in this measurement is that applications do not
explicitly expose when they are ready to accept user input. As a re-
sult, we must probe this readiness indirectly. Our goal is to identify
the earliest point when user input could be successfully processed
after call initiation. To achieve this, we design a probing workflow
that gradually adjusts the timing of the first input query. To enable
large-scale automated experiments, we develop an Android-based
testing tool with the following three capabilities: (1) automatically
pressing the button to initiate a call, (2) waiting for a configurable
duration, and (3) playing a pre-recorded audio query. By varying the
wait duration in step (2), we can probe when the system becomes
ready to accept input.

We detect whether the GenAl calling application has accepted
the query and given the response by monitoring the network traffic
because if the application generates a response, we can detect a
corresponding increase in downlink traffic, as playback of the Al-
generated audio triggers additional network activity (see Figure 3).
We validate this detection method by recording the experiments
and manually verifying the accuracy of response detection.

In practice, we observe that the earliest timing that consistently
triggers a successful response remains stable across repeated trials
conducted within a short time window (e.g., five minutes). To ensure
measurement accuracy, we perform pre-experiments by repeating
the probing process multiple times. Once the variation of call setup
times converges to within 100 ms across five successful sessions,
we proceed with data collection for the next five-minute window.

We repeat this procedure at different times of day over multiple
days. The variation in the call setup times reported in Figure 6
comes from results captured at different times. We hypothesize that
this variability may result from fluctuating server-side conditions,
such as increased server load or network congestion during peak
usage periods compared to off-peak times, such as late at night.

C Queries for Evaluating TTFT Optimization

This section presents the short query and long query we designed
to evaluate whether the studied applications apply optimizations
to reduce TTFT (§4.4). Both queries ask the GenAl to write an
eight-hundred-word essay, which we determine to be the longest
response length that all tested platforms can support. This ensures
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that the task is sufficiently challenging while keeping the evaluation
fair across all platforms. The full content of the short query and
long query is provided below.

Short Query:

Write an eight-hundred-word essay that compares three
major interpretability techniques for large language
models, which are feature attribution, mechanistic in-
terpretability, and behavioral probing.
Long Query:

Write an eight-hundred-word essay that compares three
major interpretability techniques for large language
models, which are feature attribution, mechanistic in-
terpretability, and behavioral probing. I will provide
some information related to this topic. Interpreting how
large language models work is essential for improv-
ing their transparency, reliability, and safety. Among
the many techniques proposed, three stand out as par-
ticularly influential: feature attribution, mechanistic
interpretability, and behavioral probing. Feature at-
tribution methods attempt to identify which parts of
the input most influenced the model’s prediction. Tools
like saliency maps or attention visualizations fall into
this category. They are intuitive and often used for de-
bugging, but can be unstable and may not reflect true
causality. Mechanistic interpretability takes a deeper
approach by analyzing internal components such as
neurons or circuits. Techniques like activation patching
or circuit tracing can provide detailed insights, though
they are often resource-intensive and difficult to scale.
Behavioral probing evaluates how models respond to
controlled input changes or activation modifications. It
focuses on observable behavior and is useful for uncov-
ering latent knowledge or biases. However, it doesn’t
always explain why those behaviors emerge. Each of
these techniques offers unique advantages and limita-
tions. Together, they help researchers develop a more
comprehensive understanding of how LLMs operate.
Now, give me the essay that I mentioned to you with
eight hundred words.

The long query repeats the same initial task description as the
short query but adds additional background and context before
asking the model to proceed. This design enables us to isolate
whether the system waits for the entire input or begins processing
as soon as the task is recognizable, thereby revealing potential
optimizations aimed at reducing TTFT for long queries.
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